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Centro Svizzero di Calcolo Scientifico
. Swiss National Supercomputing Centre

CSCS: From the Mountains to the Alps

Schichtwechsel, 51 September 2025

Nina Mujkanovic et al.
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CSCS (Centro Svizzero di Calcolo Scientifico)

e A unit of the Swiss Federal Institute of Technology Zurich (ETHZ)
e Founded in 1991 in Manno, Ticino

e Moved to Luganoin 2012
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CSCS: The Beginnings
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1991

o "SWITCH" network established, linking the Federal Institutes of Technology with CSCS.
e CSCS begins operation on 30 September 1991.

e Installation of the first supercomputer, a NEC SX-3/22 "Adula".
1990

e The center's location is decided: a new building in Manno.
1988

e Start of discussions on locating the Swiss National Supercomputing Centre in Ticino.
1986

o Validity of the Federal decree limited to five years starting 1 October 1986; funding thus had to be used by 30
September 1991.

1985
o Federal decision to invest 40 million Swiss francs in a high performance computing center (> CSCS) and 15 million
Swiss francs in developing a national research network for making the supercomputer accessible to Switzerland's
leading universities (> SWITCH).

1980

e The Federal Government identifies a lack of well-trained computer scientists in Switzerland.
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Key Facts

Staff Yearly Budget
e 127 staff members e CHF 30 Mio. operational budget
e 25 nationalities e CHF 20 Mio. IT Investments

e English as official language

Building Electrical Power
e 2'600 m? offices e Today 11 MW
e 2'000 m?* machine room e Possible extension to 25 MW

e 100% green energy (hydroelectrical)
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National and International Collaboration

ETHziirich Publication output
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M Earth & Environmental Science
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120 Il Computer Science
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CSCS: the ALPS research infrastructure (RI)
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CSCS develops and operates

a high-performance computing

and data research infrastructure
that supports world-class science in

Switzerland.
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WHhy Supercomputing?
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Predicting the Weather

ETH7(irich

Weather is chaos
CSCS
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Predicting the Weather

Met Office established in 1854 by Admiral Robert FitzRoy for maritime meteorology

o established data collection system
o production of weather charts including earliest wind roses
o founded science of weather forecasting

o concept of synoptic meteorology

Aided by new electric telegraph

Storm warnings issued from 1860

General forecast 2 days ahead from 1861

Publications of forecasts ceased in 1866
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Richardson's Fantastic
Forecast Factory

A myriad [64000] computers are at work
upon the weather of the part of the map
where each sits.... The work of each region
is coordinated by an official of higher rank.”

e Weather Forecasting by Numerical
Process - Lewis Fry Richardson, 1922

o Mathematical equations that describe
atmospheric flow solution via dividing
globe into cells

[1] https://www.emetsoc.org/resources/rff/
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MeteoSwiss at CSCS

_The weather model’*@@vers the area to be S|mulated Wlth a
“ three-dimensional grid.




HPC and Examples
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e Chemistry & Materials

e Physics

e Life Sciences

e Earth and Environmental Sciences

e Mechanical Engineering

e Computer Science

[1] https://doi.org/10.1038/s41467-024-46772-0

[2] http://www.physics.adelaide.edu.au/cssm/lattice/

[3] https://www.cscs.ch/science/life-science/2022/hpc-simulations-predict-mysterious-biological-processes-of-the-cell

[4] https://www.meteoswiss.admin.ch/about-us/media/press-releases/2024/02/milestone-in-climate-and-weather-research.html
[5] http://perso.ens-lyon.fr/femmanuel.leveque/labs.php



Then and Now

OAK RIDGE

Nati( nal Labor: tory

Cray-1, 1975 Frontier, 2022
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Compute Infrastructure over time

1991 NEC SX3
5.5 GF Adula

2002 IBM SP4
1.3 TF Venus

B - *“1!?““"!

if | ]

I‘/

1996 NEC SX4
10 GF Gottardo

2005 Cray XT3
5.8 TF PaIu

2009-12 Cray XE6 402 TF
Monte Rosa

2012-13-16 Cray XC40 / XC50
25 + 2 PF Piz Daint

1999 NEC SX5
64 GF Prometeo

2006 IBM P5
4.5 TF Blanc

2020 HPE Cray EX
0.3 - 0.4 EF Alps



Alps Research Infrastructure

e Heterogeneous supercomputer e Geo-distributed hardware:
e HPE/Cray technology o Lugano (CSCS)
o HPE/Cray Shasta Slingshot network o Lausanne (EPFL)
o Cabinets, power distribution, cooling o Villingen (PSI) for data Archives.
e Power envelope: 11 MW o Bologna for data access to ECMWEF.

vClusters: dedicated partitions with tailored
software environments

o Daint, Eiger - for the User Lab
o Clariden - for Al

o Santis, Tasna & Balfrin - MeteoSwiss’ numerical
weather forecasts

o Beverin - AMD MI300A cluster
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Multiple Architectures

e 1’024 multicore nodes e hardware will be upgraded over time
o with 2 AMD Rome processors e Memory:

e 2°688 hybrid ARM64+Nvidia nodes o 100 + 10 PB scratch disk
o with 4 NVIDIA Grace-Hopper superchip (288/4) o 5+ 1 PB Solid State Disk (SSD)
o 10’752 GPUs o 2 tape libraries of ca. 130 PB each
o 6.9 PB of RAM

o additional special purpose nodes
e 128 hybrid MI300A nodes

o 8 APU's per node (292/8)

o 24 AMD “Zen 4’ x86 CPU cores

o 228 AMD CDNA 3 compute units / 912 Matrix
Cores

o 1024 GPUs

% cscs ETH7iirich



Alps Cray-EX - the Makings of a Supercomputer
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ALPS: 2,688 nodes =
10,752 Superchips

GH200 = Grace + Hopper
= Superchip

Cray-Shasta slingshot network

ETHzurich
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CSCS: Pioneering accelerated computing & cloud native HPC since 2011

» Deployed GPU supercomputers in 2011

* Operationalized GPU based weather
prediction in 2015

* Deployed Europe’s largest and the world’s
greenest supercomputer in 2017

« NVIDIA’s launch customer for P100

Piz Daint, 2017

« Europe’s largest and greenest
B supercomputer in 2024 (?)

S 30 N - Europe’s most capable, open, Al
i | supercomputer

 NVIDIA’s launch customer for GH200

e

Alps, 2024 (inauguration)
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Infrastructure is key for modern Al developments

Validation Loss

=2 57 erie
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Compute (PetaFLOP/s-days)
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Parameters

No infrastructure, no modern Al. Accuracy and computational power are directly related.
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openAl in https://arxiv.ora/pdf/2005.14165

The rate of increase in FLOPs needed is staggering, growing much faster than Moore’s law once did.
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Alps Blade
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ALPS Grace-Hopper node

.~ CSCS ALPS HPE Cray EX GH200 Node —
4xGH200 NVIDIA Grace Hopper Superchips ~477 GB (CPU) + ~378 GB (GPU) = ~855 GB Unified memory E:t‘g};ﬁs':“ka’d
NVIDIA GH200 Grace Hopper Superchi i
P S pp p P NVIDIA GH200 Grace Hopper Superchip SANVIDIA.

~117 GB Numa 0 ~94 GB Numa 4(-11 MIG) ~94 GB Numa 20(-27 MIG) ~120 GB Numa 2

CPU LPDDR5X

4x D |
6x PCle-5| 1
512GB/s H‘ ‘H

Hopper
GPU

[ I <4000GB/s Tof

Slingshot hsn0
200Gb/s (25GB/s)

~120 GB Numa1

<4000GB/s Tot

Hopper
512GB/s : GPU

Slingshot hsn2
200Gb/s (25GB/s)
High-Speed

~94 GB Numa 12(-19 MIG)

NVIDIA GH200 Grace Hopper Superchip

T 500GB/s Tof
™

Tof

Hopper
GPU

Grace

| | 900GB/s

CPU LPDDR5X m CPU LPDDR5X

W\ LI
[ARINN] TR [NRIRN)
LU 2777\\__111L1\

~120 GB Numa 3
CPU LPDDR5X

~94 GB Numa 28(-35 MIG)

CPU All2all
Grace Interconnect
~75GB/s

T

per direction

Hopper Grace

I NVLink-C2C
Di

| 450GB/s per Dir
I 900GBI/s Tot

CPU LPDDRS5X

NVIDIA GH200 Grace Hopper Superchip

Hardware Coherency

4x
6x PCle-5
512GB/s

High-Speed

Slingshot hsn3
200Gb/s (25GBI/s)

4x
6x PCle-5
512GB/s

Slingshot hsn1
200Gb/s (25GBI/s)

;0 CSCS
AN ’ Centro Svizzero di Calcolo Scientifico
iS4

Swiss National Supercomputing Centre

Slingshot Switches
connecting to other ALP
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( nodes, internet, \

J

\_/s{orage (SSD/HDD)



ALPS Grace-Hopper
module

e /2 ARM Grace CPU cores and one H100 GPU
e 128GB host memory and 96GB GPU memory

e Fast chip-to-top (C2C) link between CPU and
GPU with 900GB/s

e Current Power Limit: 624.15W
o GPU and CPU share power budget
o CPU has precedence over GPU
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HPE Slingshot Network

Built from Cassini NIC (PCle Gen4) and Rosetta
Switch (64-port).

o one NIC (Cassini) per GH200 module (4 per
node)

Uses 200 Gbps Ethernet links for dragonfly
networks

o 25 GB/s unidirectional peak throughput per
NIC

Supports 64 to 250,000+ endpoints (largest
system: ~85,000 endpoints).

Optimized Ethernet protocol

Adaptive routing & congestion management
optimize performance.

support remote memory operations
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Dragonfly Network Topology

e Low-diameter “direct” network with no external fat-tree
top switches.

e Fewer optical links needed - reduces cost for large
systems.

e Groups of routers act as high-radix virtual routers to
improve scalability.

e Three levels of connectivity:

o Edge links (LO): Nodes to local routers.

o Intra-group links (L1): Routers within a group.

o Inter-group links (L2): Optical connections between
groups.

e Scales linearly in cost while providing high bandwidth.

e Max three hops between components in the network.
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Cooling considerations

Cooling requirements

Thermal footprint

Cooling installation (rack density, raised floors, aisle containment, humidity, filtration,...)

Power consumption (air cooling fans account for 20% of power consumption)

Water flow rates, fluid distribution, leak detection

Chemical mix of fluid (biocides)

Heat circulation

Environmental cooling
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Cooling at CSCS
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Cooling Integration

Qm” Water Vapor
Cooling Towers 4th Floor Mechanical
] P Mechanical Space Cooling Tower
(Indoors) HEX
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HPC Data Center Hot Air Exhaust Stack
Liquid Cooling Air Cooling
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Cold
Node Aisle
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CSCS: From Manno...
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... To Lugano
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Data Center
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Data Center: Overview

e 3 Floors
e 2000 m®
e Next to fire fighters
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Data Center: Resource Deck
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Data Center: Resource Deck
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Data Center: Distribution Deck
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Data Center: Machine Room
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Alps Research Infrastructure

e Heterogeneous supercomputer e Geo-distributed hardware:
e HPE/Cray technology o Lugano (CSCS)
o HPE/Cray Shasta Slingshot network o Lausanne (EPFL)
o Cabinets, power distribution, cooling o Villingen (PSI) for data Archives.
e Power envelope: 11 MW o Bologna for data access to ECMWEF.

vClusters: dedicated partitions with tailored
software environments

o Daint, Eiger - for the User Lab
o Clariden - for Al

o Santis, Tasna & Balfrin - MeteoSwiss’ numerical
weather forecasts

o Beverin - AMD MI300A cluster
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Versatile Software-Defined Cluster

Test .a-new configuration or.debug configuration.changes to the prodiction cluster

______________________________________________

| 1. L > o 3. o 4. . .5, Build ; __________
. .Configure:.; ! Crea.tea + wConfigure;a!  .Customize:: ! the Complete ‘
------ Shitth Y o< workload: - - the image - images <o T e :
LStart ST S eluster < TS T S geSSw NN
e e SOUrCes 3 - b STvdomanager e layers v and boot \regresswn /
Test ' 1 phamespace.; L : N ONNNNNNNNNNENN ANNNANN
roneeded. D oa(slurm) sconfighoy the clusters
vCluster =777~ i i Sl 2 chmt el PP A
S I N el
o s i A o e
External and internal " " .
repositories & artifactories ~~- 8! &l &l

Complete
—users
login

1. 5 3. 4. 5. Build
Start 1 Configure Crea.te a Configure a Customize the
the <4_r~> clustor <4_r> workload <u the image <4—’ images
Production | resources W N~ manager \I_I/ layers N~ ¥ and boot
vCluster needed REMISSPACS (slurm) config the cluster

Apply configuration after successful testing on the test vCluster

% cscs ETH:ziirich



Versatile Software-Defined Cluster

Materials ¥ ... ICON-22
Cloud

HPC Platform " Weather & Climate

] [ [ [
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Data Center: Machine Room
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Learnings from the last 1-2 years

e HW, good choice, very well suited to ML e SW: platform
e Collaboration with our partners: HPE/NVIDIA e vServices
e Requires whole CSCS Team o Infrastructure as code
e GH200 o for internal use first, but interested in sharing
o Delays e User and resource management compatible with
o ARM cloud approaches
o Unified memory e SLURM
e Slingshot (nice but when it fails affects everything) o Locality/topology aware
o Network isolation possible o Fair scheduler also when overbooked
e Cooling & Power o Much experience in-house
o lucky to have a very good team * Kubernetes
o had to be careful when old+new system were o Tricky multitenancy
both running o Good for services (wand-db, inference
e Storage (lustre, VAST) service,...)

o First applications on GH200



Top 500 (Linpack)

e ALPS is the only GH200 system in the Top10
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Rank

—

System

El Capitan - HPE Cray EX255a, AMD 4th Gen EPYC 24C
1.8GHz, AMD Instinct MI300A, Slingshot-11, TOSS, HPE
DOE/NNSA/LLNL

United States

Frontier - HPE Cray EX235a, AMD Optimized 3rd
Generation EPYC 64C 2GHz, AMD Instinct MI250X,
Slingshot-11, HPE Cray 0S, HPE

DOE/SC/0ak Ridge National Laboratory

United States

Aurora - HPE Cray EX - Intel Exascale Compute Blade,
Xeon CPU Max 9470 52C 2.4GHz, Intel Data Center GPU
Max, Slingshot-11, Intel

DOE/SC/Argonne National Laboratory

United States

Eagle - Microsoft NDv5, Xeon Platinum 8480C 48C 2GHz,
NVIDIA H100, NVIDIA Infiniband NDR, Microsoft Azure
Microsoft Azure

United States

HPC6 - HPE Cray EX235a, AMD Optimized 3rd Generation
EPYC 64C 2GHz, AMD Instinct MI250X, Slingshot-11,
RHEL 8.9, HPE

Eni S.p.A.

Italy

Supercomputer Fugaku - Supercomputer Fugaku,
A64FX 48C 2.2GHz, Tofu interconnect D, Fujitsu
RIKEN Center for Computational Science

Japan

Alps - HPE Cray EX254n, NVIDIA Grace 72C 3.1GHz,
NVIDIA GH200 Superchip, Slingshot-11, HPE Cray 0S,
HPE

Swiss National Supercomputing Centre (CSCS])
Switzerland

Cores

11,039,616

9,066,176

9,264,128

2,073,600

3,143,520

7,630,848

2,121,600

Rmax
(PFlop/s)

1,742.00

1,353.00

1,012.00

561.20

477.90

442.01

434.90

Rpeak
(PFlop/s)

2,746.38

2,055.72

1,980.01

846.84

606.97

537.21

574.84

Power
(kW)

29,581

24,607

38,698

8,461

29,899

7,124



[ ]
HPCG 500 (High-
o
Performance Conjugate
Rank Rank System Cores (PFlop/s)  (TFlop/s)
o 1 6 Supercomputer Fugaku - Supercomputer Fugaku, A64FX 7,630,848  442.01 16004.50
ra I e n t 48C 2.2GHz, Tofu interconnect D, Fujitsu

RIKEN Center for Computational Science

Japan

e Different Application, different ranking 2 2 Frontier - HPE Cray EX235a, AMD Optimized 3rd 9,066,176  1,353.00  14054.00
Generation EPYC 64C 2GHz, AMD Instinct MI250X,

e Not all systems are in both lists Slingshot-11, HPE Cray 05, HPE

DOE/SC/0ak Ridge National Laboratory
United States

3 3 Aurora - HPE Cray EX - Intel Exascale Compute Blade, 9,264,128  1,012.00 5612.60
Xeon CPU Max 9470 52C 2.4GHz, Intel Data Center GPU
Max, Slingshot-11, Intel
DOE/SC/Argonne National Laboratory
United States

4 8 LUMI - HPE Cray EX235a, AMD Optimized 3rd Generation 2,752,704  379.70 4586.95
EPYC 64C 2GHz, AMD Instinct MI250X, Slingshot-11, HPE
EuroHPC/CSC

Finland

5 7 Alps - HPE Cray EX254n, NVIDIA Grace 72C 3.1GHz, 2,121,600  434.90 3671.32
NVIDIA GH200 Superchip, Slingshot-11, HPE Cray 0S,
HPE

Swiss National Supercomputing Centre (CSCS)
Switzerland
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Green 500

Rmax Efficiency
TOP500 (PFlop/ Power  (GFlops/
Rank Rank System Cores s) (kW) watts)

e GH200 have top spots in the green top 10

1 222 JEDI - BullSequana XH3000, Grace Hopper 19,584 4.50 67 72.733

e Leaders are smaller systems Superchip 72C 36Hz, NVIDIA GH200

Superchip, Quad-Rail NVIDIA InfiniBand

e ALPS is more efficient than the 6 faster R PerTec/EVIDEN
Syste mS Germany

2 122 ROMEO0-2025 - BullSequana XH3000, Grace 47,328 9.86 160 70.912
Hopper Superchip 72C 3GHz, NVIDIA GH200
Superchip, Quad-Rail NVIDIA InfiniBand
NDR200, Red Hat Enterprise Linux, EVIDEN
ROMEO HPC Center - Champagne-Ardenne
France

3 440 Adastra 2 - HPE Cray EX255a, AMD 4th Gen 16,128 2.53 37 69.098
EPYC 24C 1.8GHz, AMD Instinct MI300A,
Slingshot-11, RHEL, HPE

14 7 Alps - HPE Cray EX254n, NVIDIA Grace 72C 2,121,600 434.90 7,124 61.047
3.1GHz, NVIDIA GH200 Superchip,
Slingshot-11, HPE Cray 0S, HPE
Swiss National Supercomputing Centre
(CsCs)
Switzerland
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The Swiss Al initiative
™

ETH:zurich

News & events  ETH Zurich ~ Studies at ETH Zurich ~ Doctorate  Research  Industry & Knowledge Transfer ~ Campus Q

S Develop capabilities, know-how &
EEEEEEEEEEEEEEEEEEEEEEEEEE talent to build trustworthy

J . T f h Al . . [ Ll

oint initiative for trustworthy Generative Al aligned with Swiss

ETH Zurich and EPFL are launching the “Swiss Al Initiative”, whose purpose

is to position Switzerland as a leading global hub for the development and Va I u eS

implementation of transparent and reliable artificial intelligence (Al). The
new Alps supercomputer based at the Swiss National Supercomputing
Centre (CSCS) provides the supporting world-class infrastructure.

Make these resources available
for the benefit of Swiss society
and global actors
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by Joost VandeVondele - https://www.youtube.com/watch?v=xLuuEOHuUXAU

From “Community access for ML on ALPS: The Swiss Al Initiative”

Machine Learning on Alps and the Swiss Al Initiative iIWISS

WWW. SWiSs-ai.org

= Qur efforts are guided by our tight collaborations with world-class ML experts

Pooling together Swiss research

resources in Al on a national level WO rk|ng aCI'OSS SC|ent|ﬁ C d Oma| nS

ETHzirich

/= = The Swiss Al Initiative is a current and prominent example of that.

Zeld) . . .
- = = 80+ research groups, representing a wide range of domains.
X : = Wide spectrum of model architectures, usage modes, datasets, scales and scaling
libraries, and project phases.
Swiss Al is building large-scale open Al models for

Koy seclors of he Swiss economy & sosiety = Through the SwissLLM execution, about half of Alps (through multiple vClusters)s
,_,q@- has been dedicated to the ML community.

%
E:__
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Swiss Al Climate Approach: More and Better Data and Computation

* More data, more climate models, more variables at more vertical levels and higher resolution

Guiding Principles: Trust, Openness, Collaboration at 1.0° (1000 simulated years): ~2.98 equivalent images

3
B — reanalysis): ~ 1.0B equivalent images . =
Foundation Models Human-Al Alignment Planned Developments e laRegione Q s Emme @ =§.
= B,
gﬁlm* &
Infrastructure Anew version of Meditron: an LLM s pectally'aloredf r the medical Medn_ron

Transparent dat
energy-efficient algor ihms

S

Deployment & Feedback

3 Rl

Release open models, data, source

Align to Swiss values for economic

\ & societal applications )

Communal Red-teaming

o

Measure & mitigate bias, truthfuiness,
privacy, misinformation, societal risks

TEcIL00Y

field to support clinical decisi . 3
environments). Swiss "ChatGpt" Coming Soon

ETH Zurich Al language model to be presented by summer

An open source foundation for Ethel: A digital
tutor and teaching assistant at ETHZ.

ADIA Lab Symposium 2024: Torsten Hoefler - for Hig!

An LLM for Better ling of Swiss

‘Computatlon and Al for High Performance Climate” by Torsten l culture, society, and justiceflaw.

Hoefler - hitps://www.youtube.com/watch?v=Ql mqJmj39as

“Building Switzerland's Open and Transparent Language Models” :
<®. by Imanol Schlag https://www.youtube.com/watch?v=gjvakQQOCdw ‘ vy, || GV Loy - &
¥ @ CcscCs | T —— —

slated from hitps:



Swiss talent in Al

Scholarly publications on artificial intelligence per million people
English- and Chinese-language scholarly publications related to the development and application of Al. This
includes journal articles, conference papers, repository publications (such as arXiv), books, and theses.

Switzerland

The impact of a strong educational

system:

» Federal institutes of technology

« Cantonal Universities

. » Universities of applied sciences.
e

Data source: Center for Security and Emerging Technology (2024); Population based on various sources (2024)
OurWorldinData.org/artificial-intelligence | CC BY
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But beware of small denominators when analyzing data...
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Swiss Al structure

Verticals

Foundation model for
sciences

Prof. Brbic, Prof. Schwaller,
Prof. Marinkovic

‘{%’
Foundation model for

health

Prof. Ratsch, Prof. Salathé,
Prof. Fellay

ﬂ

Foundation model for
education

Prof. Kaser, Prof. Sachan

s
Foundation model for
sustainability / climate

Prof. Mishra, Prof. Schemm,

Prof. Hoefler,
Prof. Schindler, Prof. Tuia

©)

Foundation model for
ego-centric vision &
robotics

Prof. Alahi, Prof. Pollefeys,
Prof. Katzschmann

* Uniting researchers in Switzerland to tackle challenges out-
of-reach of single research groups

« 70 professors, > 500 PhD and Postdocs
* Lead by the ETHZ and EPFL Al centers

* Involving many of the Swiss universities and universities of

applied sciences.

https://www.swiss-ai.org/

¥ cscs

Horizontals

Fundamentals of
foundation models

Prof. Yang, Prof. He,
Prof. Zdeborova, Prof. Flammarion

¢,
=
i

Human-Al alignment
Prof. Ash, Prof. Gulcehre

EPFL

ETH Al CENTER

Al Center

0

LLM security, red
teaming & privacy

Prof. Troncoso, Prof. Tramér

Large-scale multi-modal
models
Prof. Cotterell, Prof. Zamir

Universitat
Ziirich™

ZlCI30

UNIVERSITE
DE GENEVE

&y

Tools & infrastructure
for scaling

Prof. Klimovic, Prof. Falsafi

&

Advanced LLMs

Prof. Bosselut, Prof. Jaggi,
Dr. Schlag
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(Part of) Our Jurney So Far

In 2022 we needed to prepare Alps to welcome this new community

= CSCS had previous experiences with large ML workloads (incl. https://arxiv.org/abs/2110.11466),
but this time it was different: it was a national effort involving a much larger community.

= By asking users for requirements, following the community trends, and even joining users’ projects, we

realized that interests evolve too fast to keep up effectively (e.g., 3Dp GNNs, Attention mechanisms,
MoE, Agents, ...).

= By mid’'24, we formed guiding principles for our ML platform design efforts:

= We need to do something sufficiently general,
i.e. relevant for all projects, model architectures, and for different project phases.

* |t needs to be compatible with our engineering capacity.

= |t should be resilient to the change of time,

e.g., community interests shifts, future infrastructure updates. Y S SR o
N AL 4 4 ) 4 [EEE
HPC —\v Climate & { Machine Learning
. . User lab 1 Weather Swiss Al
= By now, quite a lot of experience accumulated through @*J*@ﬁjm@@

the SwissLLM effort. Alps Infrastructure

Platform in —
development production aﬂﬂ’ vCluster

<¥% cscs ETHziirich



cPFL ETHzurich

Early Successes: %ditron

Med-Palm 2

Open-access LLMs
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https://arxiv.orq/abs/2(l31 1.16079

Transparent:
Open Data
Open Source
Open Weights

Performant:

Best open-source MedLM
In range of most powerful
commercial LLMs

One use case: made available by Mary-
Anne "Annie" Hartley and co-workers to
doctors in Africa. Assessing and avoiding bias
key for establishing trust and having impact.
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Search or jump to...

& swiss-ai [ apertus-tech-report Public L\ Notifications % Fork 2 ¢ Star 62

<> Code () Issues I Pullrequests () Actions [ Projects @ Security [~ Insights

[I Files apertus-tech-report / Apertus_Tech_Report.pdf (3
P main v < & martinjaggi : O Hi
jaggi v0.1 9d4b0fb - 3 days ago  {Y) History
Q Go to file
4 MB & (2]~
l [ Apertus_Tech_Report.pdf

S ERTVS

DEMOCRATIZING OPEN AND COMPLIANT LLMS
FOR GLOBAL LANGUAGE ENVIRONMENTS

APERTUS V0.1 TECHNICAL REPORT

Project Apertus

ABSTRACT

We present Apertus, a fully open suite of large language models (LLMs)
designed to address two systemic shortcomings in today’s open model
ecosystem: data compliance and multilingual representation. Un-
like many prior models that release weights without reproducible data
pipelines or regard for content-owner rights, Apertus models are pre-

9@ CSCS ETHziirich



Full Training Run Performance (see Apertus report)

% cscs

A detailed timeline showing token throughput performance over the pretraining runs of
the 70B and 8B Apertus models is displayed in Figure 10. We estimate that training of

the 70B model for 15T tokens took 6.74 x 10?* FLOPs (details in Appendix D). In terms
of usage, the main run has consumed around 6 million GPU hours, though this is un-
derestimated as it does not count loading weights or overhead due to initial performance
short-comings, failures or downtime. Once a production environment has been set up, we
estimate that the model can be realistically trained in approximately 90 days on 4096 GPUs,
accounting for overheads. If we assume 560 W power usage per Grace-Hopper module in
this period, below the set power limit of 660 W, we can estimate 5 GWh power usage for
the compute of the pretraining run. CSCS is almost carbon neutral, relying entirely on hy-
dropower, and uses a sustainable cooling system that uses water from Lake Lugano in a

closed cycle, with all the water returned to the lake and none consumed.*®
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vClusters via the (shared) filesystem

Swiss Al Initiative and the SwissLLM Pre-Training

Noses Hoses
Strong Scaling Weak Scaling

Nodes Global Batch TPSG Nodes Global Batch TPSG

size Size
8 4096 892.53 8 32 819.20
4w 0PU (150) 16 4096 884.49 16 64 800.57
32 4096 876.74 32 128 792.07

i i ) i T AT g

-]r W i f l £ ||n.‘rn 64 4096 869.95 64 256 783.75
128 4096 856.31 128 512 773.12
256 4096 835.62 256 1024 745.17
512 4096 790.70 512 2048 761.65
1024 4096 722.82 1024 4096 722.82

Apertus: strong and weak scaling to 1024n / 4096 GPUs.
Data: Antoni-Joan Solergibert i Llaquet

h

Meta: Llama 70B, 1856 H100, Meta, ckpt/25 iters cgcs: Apertus 70B, 2048 GH, ckpt/250 iters

Cached throughput(tps)

HDD-based aysnc checkpoinis-per-sec-per-GPu

Python GC
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Conclusions

With Alps, CSCS has deployed a world-class Al capable supercomputer
Infrastructure is key to modern Al and foundational models

The Swiss Al initiative unites and will generate top talent in Al

The initiative has a model for public-private partnerships

% cscs ETHziirich



&, CSCS s
\\).. Centro Svizzero di Calcolo Scientifico E'H Z U I' I C h

Swiss National Supercomputing Centre
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Thank you for your attention



Watch Me! nttps://youtu.be/yz9aCTG1mck?si=CK2urRgcGbASVeZN&t=48
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New research infrastructure: "Alps" supercomputer inaugurated
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Watch Me! nhitps://www.youtube.com/watch?v=iGVRAKS8KIBg
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Inside one of the world’s fastest supercomputers | BBC News

BBC News @
18.6M subscribers @ e 928 GJ ~> Share [ save
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