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CSCS (Centro Svizzero di Calcolo Scientifico)

A unit of the Swiss Federal Institute of Technology Zurich (ETHZ)

Founded in 1991 in Manno, Ticino

Moved to Lugano in 2012
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CSCS: The Beginnings



Key Facts

Staff

127 staff members

25 nationalities

English as official language

Yearly Budget

CHF 30 Mio. operational budget

CHF 20 Mio. IT Investments

Building

29600 m² offices

29000 m² machine room

Electrical Power

Today 11 MW

Possible extension to 25 MW

100% green energy (hydroelectrical)
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National and International Collaboration
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CSCS: the ALPS research infrastructure (RI)
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CSCS develops and operates 
a high-performance computing 
and data research infrastructure 
that supports world-class science in 
Switzerland.



Why Supercomputing?
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Predicting the Weather

Weather is chaos
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Predicting the Weather

Met Office established in 1854 by Admiral Robert FitzRoy for maritime meteorology

established data collection system

production of weather charts including earliest wind roses

founded science of weather forecasting

concept of synoptic meteorology

Aided by new electric telegraph

Storm warnings issued from 1860

General forecast 2 days ahead from 1861

Publications of forecasts ceased in 1866
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Richardson's Fantastic
Forecast Factory

<A myriad [64000] computers are at work
upon the weather of the part of the map
where each sits … . The work of each region
is coordinated by an official of higher rank.=

Weather Forecasting by Numerical
Process - Lewis Fry Richardson, 1922

Mathematical equations that describe
atmospheric flow solution via dividing
globe into cells

[1] https://www.emetsoc.org/resources/rff/
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MeteoSwiss at CSCS
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HPC and Examples

 

 

 

Chemistry & Materials

Physics

Life Sciences

Earth and Environmental Sciences

Mechanical Engineering

Computer Science

[1] https://doi.org/10.1038/s41467-024-46772-0
[2] http://www.physics.adelaide.edu.au/cssm/lattice/
[3] https://www.cscs.ch/science/life-science/2022/hpc-simulations-predict-mysterious-biological-processes-of-the-cell
[4] https://www.meteoswiss.admin.ch/about-us/media/press-releases/2024/02/milestone-in-climate-and-weather-research.html
[5] http://perso.ens-lyon.fr/emmanuel.leveque/labs.php
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Then and Now
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Cray-1, 1975 Frontier, 2022



Compute Infrastructure over time
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Alps Research Infrastructure

Heterogeneous supercomputer

HPE/Cray technology

HPE/Cray Shasta Slingshot network

Cabinets, power distribution, cooling

Power envelope: 11 MW

vClusters: dedicated partitions with tailored
software environments

Daint, Eiger – for the User Lab

Clariden – for AI

Santis, Tasna & Balfrin – MeteoSwiss9 numerical
weather forecasts

Beverin - AMD MI300A cluster

Geo-distributed hardware:

Lugano (CSCS)

Lausanne (EPFL)

Villingen (PSI) for data Archives.

Bologna for data access to ECMWF.

13



Multiple Architectures

19024 multicore nodes

with 2 AMD Rome processors

29688 hybrid ARM64+Nvidia nodes

with 4 NVIDIA Grace-Hopper superchip (288/4)

109752 GPUs

6.9 PB of RAM

additional special purpose nodes

128 hybrid MI300A nodes

8 APU's per node (292/8)

24 AMD 8Zen 49 x86 CPU cores

228 AMD CDNA 3 compute units / 912 Matrix
Cores

1024 GPUs

hardware will be upgraded over time

Memory:

100 + 10 PB scratch disk

5 + 1 PB Solid State Disk (SSD)

2 tape libraries of ca. 130 PB each
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Alps Cray-EX - the Makings of a Supercomputer
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ALPS: 2,688 nodes = 
10,752 Superchips

6

Cray-Shasta slingshot network

Power envelope: 10 MWGH200 = Grace + Hopper 
            = Superchip



CSCS: Pioneering accelerated computing & cloud native HPC since 2011
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• Deployed GPU supercomputers in 2011
• Operationalized GPU based weather 

prediction in 2015
• Deployed Europe’s largest and the world’s 

greenest supercomputer in 2017
• NVIDIA’s launch customer for P100

• Europe’s largest and greenest 
supercomputer in 2024 (?)

• Europe’s most capable, open, AI 
supercomputer

• NVIDIA’s launch customer for GH200

Piz Daint, 2017

Alps, 2024 (inauguration)



Infrastructure is key for modern AI developments

7openAI in https://arxiv.org/pdf/2005.14165

• No infrastructure, no modern AI. Accuracy and computational power are directly related.
• The rate of increase in FLOPs needed is staggering, growing much faster than Moore’s law once did.

1 day on Alps, 
100% efficiency, 
FP16 tensor core



Alps Blade
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ALPS Grace-Hopper node



ALPS Grace-Hopper
module

72 ARM Grace CPU cores and one H100 GPU

128GB host memory and 96GB GPU memory

Fast chip-to-top (C2C) link between CPU and
GPU with 900GB/s

Current Power Limit: 624.15 W

GPU and CPU share power budget

CPU has precedence over GPU
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HPE Slingshot Network

Built from Cassini NIC (PCIe Gen4) and Rosetta
Switch (64-port).

one NIC (Cassini) per GH200 module (4 per
node)

Uses 200 Gbps Ethernet links for dragonfly
networks

25 GB/s unidirectional peak throughput per
NIC

Supports 64 to 250,000+ endpoints (largest
system: ~85,000 endpoints).

Optimized Ethernet protocol

Adaptive routing & congestion management
optimize performance.

support remote memory operations
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Dragonfly Network Topology

Low-diameter <direct= network with no external fat-tree
top switches.

Fewer optical links needed → reduces cost for large
systems.

Groups of routers act as high-radix virtual routers to
improve scalability.

Three levels of connectivity:

Edge links (L0): Nodes to local routers.

Intra-group links (L1): Routers within a group.

Inter-group links (L2): Optical connections between
groups.

Scales linearly in cost while providing high bandwidth.

Max three hops between components in the network.
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Cooling considerations

Cooling requirements

Thermal footprint

Cooling installation (rack density, raised floors, aisle containment, humidity, filtration,...)

Power consumption (air cooling fans account for 20% of power consumption)

Water flow rates, fluid distribution, leak detection

Chemical mix of fluid (biocides)

Heat circulation

Environmental cooling
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Cooling at CSCS
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Cooling at CSCS
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Cooling Integration
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CSCS: From Manno...
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... To Lugano
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Office Building
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Data Center
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Data Center: Overview

3 Floors

2000 m²

Next to fire fighters
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Data Center: Resource Deck
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Data Center: Resource Deck
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Data Center: Distribution Deck

53



Data Center: Distribution Deck
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Data Center: Machine Room
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Alps Research Infrastructure

Heterogeneous supercomputer

HPE/Cray technology

HPE/Cray Shasta Slingshot network

Cabinets, power distribution, cooling

Power envelope: 11 MW

vClusters: dedicated partitions with tailored
software environments

Daint, Eiger – for the User Lab

Clariden – for AI

Santis, Tasna & Balfrin – MeteoSwiss9 numerical
weather forecasts

Beverin - AMD MI300A cluster

Geo-distributed hardware:

Lugano (CSCS)

Lausanne (EPFL)

Villingen (PSI) for data Archives.

Bologna for data access to ECMWF.
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Versatile Software-Defined Cluster
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Versatile Software-Defined Cluster
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Data Center: Machine Room
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Learnings from the last 1-2 years

HW, good choice, very well suited to ML

Collaboration with our partners: HPE/NVIDIA

Requires whole CSCS Team

GH200

Delays

ARM

Unified memory

Slingshot (nice but when it fails affects everything)

Network isolation possible

Cooling & Power

lucky to have a very good team

had to be careful when old+new system were
both running

Storage (lustre, VAST)

SW: platform

vServices

Infrastructure as code

for internal use first, but interested in sharing

User and resource management compatible with
cloud approaches

SLURM

Locality/topology aware

Fair scheduler also when overbooked

Much experience in-house

Kubernetes

Tricky multitenancy

Good for services (wand-db, inference
service,…)

First applications on GH200
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Top 500 (Linpack)

ALPS is the only GH200 system in the Top10
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HPCG 500 (High-
Performance Conjugate
Gradient)

Different Application, different ranking

Not all systems are in both lists
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Green 500

GH200 have top spots in the green top 10

Leaders are smaller systems

ALPS is more efficient than the 6 faster
systems
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The Swiss AI initiative
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Develop capabilities, know-how & 
talent to build trustworthy 

Generative AI aligned with Swiss 
values

Make these resources available 
for the benefit of Swiss society 

and global actors



Machine Learning on Alps and the Swiss AI Initiative

▪ Our efforts are guided by our tight collaborations with world-class ML experts 
working across scientific domains.

▪ The Swiss AI Initiative is a current and prominent example of that.
▪ 80+ research groups, representing a wide range of domains.
▪ Wide spectrum of model architectures, usage modes, datasets, scales and scaling 

libraries, and project phases.
▪ Through the SwissLLM execution, about half of Alps (through multiple vClusters) 

has been dedicated to the ML community.

www.swiss-ai.org
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“Building Switzerland's Open and Transparent Language Models”
by Imanol Schlag https://www.youtube.com/watch?v=gjvakQQOCdw

“Computation and AI for High Performance Climate” by Torsten 
Hoefler - https://www.youtube.com/watch?v=QLmqJmj39qs



Swiss talent in AI
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The impact of a strong educational 
system: 
• Federal institutes of technology
• Cantonal Universities
• Universities of applied sciences.



Swiss talent in AI
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But beware of small denominators when analyzing data…



Swiss AI structure
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https://www.swiss-ai.org/

• Uniting researchers in Switzerland to tackle challenges out-
of-reach of single research groups

• 70 professors, > 500 PhD and Postdocs
• Lead by the ETHZ and EPFL AI centers
• Involving many of the Swiss universities and universities of 

applied sciences.



(Part of) Our Jurney So Far
▪ In 2022 we needed to prepare Alps to welcome this new community

▪ CSCS had previous experiences with large ML workloads (incl. https://arxiv.org/abs/2110.11466), 
but this time it was different: it was a national effort involving a much larger community.

▪ By asking users for requirements, following the community trends, and even joining users’ projects, we 
realized that interests evolve too fast to keep up effectively (e.g., 3Dp, GNNs, Attention mechanisms, 
MoE, Agents, …).

▪ By mid’24, we formed guiding principles for our ML platform design efforts:
▪ We need to do something sufficiently general, 

i.e. relevant for all projects, model architectures, and for different project phases.

▪ It needs to be compatible with our engineering capacity.

▪ It should be resilient to the change of time, 
e.g., community interests shifts, future infrastructure updates.

▪ By now, quite a lot of experience accumulated through 
the SwissLLM effort.
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Transparent:
Open Data
Open Source
Open Weights

Performant:
Best open-source MedLM
In range of most powerful 
commercial LLMs

Early Successes:       editron

https://arxiv.org/abs/2311.16079

One use case: made available by Mary-
Anne "Annie" Hartley and co-workers to 
doctors in Africa. Assessing and avoiding bias 
key for establishing trust and having impact.







Full Training Run Performance (see Apertus report)



Swiss AI Initiative and the SwissLLM Pre-Training

https://pytorch.org/blog/6x-faster-async-checkpointing

Meta: Llama 70B, 1856 H100, Meta, ckpt/25 iters CSCS: Apertus 70B, 2048 GH, ckpt/250 iters
HDD-based aysnc checkpoint Python GC

Apertus: strong and weak scaling to 1024n / 4096 GPUs.
Data: Antoni-Joan Solergibert i Llaquet

549 users (and growing) in just Swiss AI project

Interactions between workloads on two different 
vClusters via the (shared) filesystem



Conclusions
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▪ With Alps, CSCS has deployed a world-class AI capable supercomputer
▪ Infrastructure is key to modern AI and foundational models
▪ The Swiss AI initiative unites and will generate top talent in AI
▪ The initiative has a model for public-private partnerships



Thank you for your attention



Watch Me! https://youtu.be/yz9aCTG1mck?si=CK2urRgcGbASVeZN&t=48



Watch Me! https://www.youtube.com/watch?v=jGVRAK8KIBg


